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Abstract  
  
Purpose – This study aims to develop a model to identify at-risk students from LMS 
interaction data, analyzing how existing machine learning models can improve this 
identification. 
 
Method – A machine learning model was created using five classifiers: random forest (RF), 
support vector machine, Naive Bayes, logistic regression, and K-nearest neighbor, to 
predict student performance from LMS interactions in a dataset of 486 students from a 
local university. 
 
Results – The Random Forest algorithm achieved an MCC score of 66.42%, a Kappa score of 
64.94%, and an F1 score of 66.62%.  
 
Conclusion – LMS has enhanced education by improving accessibility and centralizing 
information, but challenges remain in identifying at-risk students. ML models like Random 
Forest show promise in addressing this issue. 
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Recommendations – Use more reliable datasets, explore imbalance treatment techniques, 
and integrate Random Forest predictive modeling to identify at-risk students in LMS. 
Research Implications – This research seeks to promote the use of robust methods for 
improving predictive modeling accuracy using Random Forest to identify at-risk students. 
 
Practical Implications – This research provides insights on predictive modeling using 
Random Forest and student interaction data from LMS to enable timely interventions and 
improve student success and learning outcomes. 
 
Keywords – student performance, online learning, education, Learning Management 
Systems (LMS), predictive modeling, random forest, machine learning (ML) 
 
 

INTRODUCTION  
 

The 21st century is marked by technological advancements, greatly impacting 
education. Technology has transformed education, especially during the COVID-19 
pandemic, leading to a rise in online learning (Raja & Nagasubramani, 2018; Ulfa & Fatawi, 
2021). Higher education institutions must ensure quality learning experiences, as student 
attrition remains a significant concern influenced by various factors. Academic success is 
crucial in addressing attrition, and institutions provide interventions to improve it (Beer & 
Lawson, 2016). Identifying at-risk students is the first step, though it is often manual and 
biased (Imran et al., 2019). Early identification allows educators to provide timely support 
(Zhang et al., 2014). Predicting student performance offers insights into dropouts and 
learning outcomes, helping institutions adjust teaching methods and adopt new LMS 
(Brahim, 2022). Technologies like LMS and machine learning can aid in this process. 
 

A learning management system (LMS) is an online platform used to administer 
educational programs, mimicking traditional classrooms. It includes tools for synchronous 
and asynchronous communication, management features, and evaluation utilities (Lopes, 
2014). These features facilitate course structure and enable self-directed learning for 
professors and students (Toro & Reischl, 2018). LMS logs capture data on student 
interactions, such as access times, durations, and frequencies for content, quizzes, forums, 
and other activities. This unique data for each learner (Imran et al., 2019) can be used to 
develop predictive models to enhance learning processes like evaluation and counseling. 
Various machine learning (ML) algorithms have been applied to student demographic, 
socioeconomic, pre-enrollment, enrollment, academic, and LMS data to predict academic 
progress (Shahiri et al., 2015; Conijn et al., 2017). This study aims to develop a predictive 
model to identify at-risk students from an LMS interaction dataset, analyzing how existing 
ML approaches can achieve this goal. 
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LITERATURE REVIEW 
 
Foreign Literature 

 
Research globally highlights the importance of Learning Management Systems 

(LMS) in enhancing educational experiences, especially during crises like the COVID-19 
pandemic. LMS is essential for continuing education when traditional classrooms are 
unavailable (Wibawa et al., 2021; Shirinkina, 2022). Integrating Learning Analytics (LA) and 
Educational Data Mining (EDM) allows for the extraction of valuable insights from large 
datasets, improving learning outcomes and personalizing education (Santos et al., 2023). 
 

Foreign Studies 
 

Studies show that predictive analytics through LMS can identify at-risk students 
early, enabling targeted interventions to support academic progress (Aguirre & Legaspi, 
2020; Warnars et al., 2020). Factors like student attitudes, reflective thinking, problem-
solving skills, and teacher-related factors significantly influence academic performance 
(Macaso & Dagohoy, 2022). These insights help educational institutions tailor teaching 
methods and support systems to meet diverse student needs. 
 

Local Literature 
 
Research in the Philippines emphasizes the importance of predicting student 

performance to improve educational outcomes. Factors like attitude towards Mathematics, 
reflective thinking, problem-solving skills, and parental involvement significantly influence 
academic performance (Buctot et al., 2021). Predictive analytics through LMS can identify 
at-risk students early, enabling targeted interventions (Balasico & Tan, 2020). Using LMS 
interaction data and the Random Forest algorithm can greatly enhance student 
performance predictions. Leveraging tree-based ensemble methods like Random Forest, 
XGBoost, and LightGBM allows educational institutions to optimize predictions and 
identify at-risk students early (Ayulani et al., 2023). 
 

Local Studies 
 
Implementing machine learning and deep learning models has shown high accuracy 

in predicting student outcomes, aiding informed decision-making, and improving 
educational results (Martínez-Martínez et al., 2023). Machine learning techniques are 
increasingly used to predict student performance and identify factors influencing low 
achievement in science education (Bernardo et al., 2023). Algorithms such as logistic 
regression, random forest, and support vector machines analyze student performance 
data, offering valuable insights for educators and parents (Kaur et al., 2023). These 
methods help identify at-risk students early, enabling timely interventions and support. 
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This study explores the growing field of predicting student performance in e-
learning environments. The proponent used five machine learning algorithms: random 
forest (RF), support vector machine, logistic regression, K-nearest neighbor, and Naive 
Bayes. The dataset was extracted from an LMS of a local university. This repository includes 
datasets used in the laboratory's research on predicting student performance and 
engagement in e-learning settings. 
 

Conceptual Framework 
 

The development of the Random Forest model involves several stages. First, the 
dataset is collected from an LMS. During preprocessing, steps like standardization, SMOTE, 
and encoding of categorical data are performed (Figure 1). The data is split into training 
and testing sets. The training data fits the Random Forest and other machine learning 
models. Finally, the testing data evaluates the models' performance using MCC, F1 Score, 
and Cohen’s Kappa. 

 

 
 

Figure 1. Conceptual Framework of the Study 
 

METHODOLOGY 
 

This chapter details the study’s methodology, including data gathering, 
preprocessing, model creation, and evaluation. Statistical techniques and predictive 
modeling were used to analyze and process the data. The following subsections describe 
the algorithms and technologies employed. 
 

Data Gathering and Pre-processing 

 
Data was collected from an LMS of a local university, detailing interactions of 486 

students with an LMS during an undergraduate science course. Student performance is 
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classified as Good (60-100%) or Weak (<59%). The dataset includes LMS interaction data, 
such as assignment times, scores, and login frequency. It is split into 70% training and 30% 
testing sets. Although the Random Forest model needs minimal preprocessing (Breiman, 
2001), steps like encoding ordinal values, creating synthetic data, and scaling are essential 
for quality results. These steps will be detailed in the following subsections. 

 
Scaling 
 

Robust Scaler standardizes dataset features to reduce value ranges, performing 
better than other scalers when outliers are present (Pedregosa et al., 2011). It scales data 
into a normal distribution by removing the median and Interquartile Range (IQR), which is 
the difference between the 75th and 25th percentiles. Given the presence of outliers in the 
dataset, Robust Scaler is the preferred scaling technique. The formula for Robust Scaler is 
as follows: 
 

𝑋𝑠𝑐𝑎𝑙𝑒 =
𝑋𝑖 − 𝑋𝑚𝑒𝑑

𝐼𝑄𝑅
 

 
Where Xi is the value of each feature, Xmed is the median, and IQR is the Interquartile 
Range. 
 

Oversampling 
 

Synthetic Minority Over-Sampling Technique (SMOTE) addresses imbalanced 
datasets by generating synthetic data to balance class distributions (Chawla et al., 2002). 
Using Accuracy to measure predictive models on imbalanced datasets can lead to biases, 
so metrics like Precision and Recall are often more appropriate. In this study, SMOTE is 
used to balance classes, allowing Accuracy to be a valid metric. SMOTE focuses on the 
minority class, generating synthetic data based on its nearest neighbors, which improves 
results, especially with tree-based models like Random Forest (Quinlan, 1987). Figure 2 
illustrates the SMOTE algorithm for imbalanced datasets: 

 

 
 

 Figure 2. Flowchart of SMOTE 
 

Equation 1 
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Figure 2 shows the flowchart of the SMOTE algorithm, which focuses on the 
minority class and performs a process to generate synthetic data. First, it picks a random 
instance of the minority class. Then, it finds the nearest neighbour of that data. After that, 
it performs the calculation of synthetic data using equation 2. Lastly, it repeats the first 
step until the data is balanced. The formula for creating the synthetic data is denoted by: 
 

𝑋𝑘 = 𝑋𝑖 + (𝑅 ∗ 𝑋𝑖 − 𝑋𝑗) 

 
where Xk is the generated synthetic sample, R is a random number from either 0 or 1, Xi is 
the original instance, and Xj is a nearest neighbor of Xi. 
 

Predictive Modelling Using Random Forest 

Decision Trees 
 

Random Forest is an ensemble model of several Decision Trees, known as weak 
learners due to their limited nodes and low computational power (Breiman, 2001). The 
model's performance and complexity depend on the number of decision trees. Decision 
trees are created using Attribute Selection Methods. In this study, with primarily 
continuous features, the Gini Index is used to identify splits for each tree. The attribute 
with the smallest Gini Index value becomes the root node (Sundhari, 2011). The Gini Index 
is denoted by Equation (3). 

 

𝐺𝑖𝑛𝑖(𝑡) = 1 − ∑ 𝑃(𝑖|𝑡)2

𝑗

𝑖=1

 

 
where j represents the number of classes in the label, while P represents the ratio of the 
class at the ith node. 
 
Bagging 

 
Random Forest uses bagging, with each weak learner processing input data 

independently. The data undergoes bootstrapping, partitioning into subsets. Two-thirds 
train the model, while one-third serves as validation (Out Of Bag Score) (Breiman, 2001). 
Each weak learner predicts a nominal variable, and the final prediction is determined by 
voting, with the most votes as the final output. A robust score depends on the number of 
weak learners, which increases computational power. 
 

Model Evaluation 
 

Model Evaluation is the process of quantifying the model’s performance based on 
different metrics. To accomplish this, the developed model will be evaluated on the test 

Equation 2 

Equation 3 
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data. This is to ensure that the model is performing well. The primary evaluation metrics 
for this study are further discussed in the following subsections. 
 
Matthews correlation coefficient 
 

Matthews' correlation coefficient (MCC) is a metric for evaluating classification 
problems. It takes into account all the variables in the confusion matrix, and it can also be 
used for imbalanced datasets (Matthews, 1975; Gorodkin, 2004). The formula is denoted 
by: 
 

𝑀𝐶𝐶 =
𝑇𝑃𝑥𝑇𝑁 − 𝐹𝑃𝑥𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 

 
Where TP is the True Positive, Tn is the True Negatives, FP is the False Positives, and FN is 
the False Negatives. 
Cohen’s Kappa 
 

Cohen's Kappa is a measure for quantifying the classification of a predictive model's 
performance based on the inter-rater reliability (Cohen, 1960; Artstein & Poesio, 2008). It 
measures the agreement of two raters who classify items. It is denoted by the equation: 
 

𝐾 =
𝑝𝑜 − 𝑝𝑒

1 − 𝑝𝑒
= 1 −

1 − 𝑝𝑜

1 − 𝑝𝑒
 

 
where Pe is the coincidence ratio resulting from randomness, and Po is the observed 
coincidence ratio. 
 
F1-Score 
 

F1 Score is the harmonic mean of precision and recall (Sasaki, 2007). It combines 
information presented by the precision and recall, which are vital for an imbalanced dataset. 
The formula for F1-Score is as follows: 
 

𝐹1 = 2
𝑃 𝑥 𝑅

𝑃 + 𝑅
 

 
Where P is the Precision, and R is the Recall. 

 
 
 
 
 
 

Equation 4 

Equation 5 

Equation 6 
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RESULTS 
 

Training, Testing, and OOB Score 
 

The evaluation of the five machine learning models is shown in Figures 3, 4, and 5, 
based on training and testing data. This process checks for overfitting or underfitting. Since 
accuracy is not suitable for imbalanced data, MCC, F1-Score, and Cohen’s Kappa are used 
as primary metrics. 
 

 
Figure 3. Train and Test Accuracy of ML models 

 

 
Figure 4. Train and Test Kappa of ML models 

 

 
Figure 5. Train and Test F1 score of ML models 

 
 

The evaluation results indicate that all models are overfitted, performing well on 
training data but poorly on test data. Hyperparameter tuning did not significantly alter the 
results compared to the baseline model. The distribution of classification metrics is similar, 
with Random Forest achieving the highest train score (100%), a test score (66%), and an 
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OOB score (98%). Logistic Regression and Support Vector Classifier have similar train and 
test scores and could benefit from further tuning. The Naive Bayes model underperformed, 
with train scores of 49% (MCC), 39% (Kappa), and 76% (F1 Score), and low test scores of 7%, 
2%, and 9%, respectively, indicating underfitting. 
 

Cross Validation 
 

In this section, the model is evaluated using cross-validated data from the training 
set, divided into three folds. Figures 6, 7, and 8 show the model’s performance across 
different folds using MCC, F1-Score, and Cohen’s Kappa. 

 

 
Figure 6. Cross-Validated Test Accuracy of ML models 

 

 
Figure 7. Cross-Validated Test Kappa of ML models 

 

 
Figure 8. Cross-Validated Test F1 score of ML models 

 
The cross-validation results indicate that the Random Forest model achieved the 

highest scores across all primary metrics, with a mean score of 96% in all folds. KNN was 
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the second highest, with a mean score of 95%. Naive Bayes performed poorly, with a mean 
score of 49%, indicating it is unsuitable for the given problem and data. 
 

Feature Importances and Confusion Matrix 
 

This section investigates the model's behavior using the Random Forest model's 
built-in Feature Importances function, along with the confusion matrix, which includes True 
Positives, True Negatives, False Positives, and False Negatives. 
 

 
Figure 9. Feature Importances of the Random Forest Model 

 
Figure 9 displays the Feature Importances of the Random Forest model. The y-axis 

shows the features (predictors), and the x-axis shows their importance. A higher 
importance score indicates a greater impact on predictions. The most important feature is 
the average assignment scores (avg_assignment_scores), followed by the number of logins 
(#_logins), which reflects how often the student has logged into the LMS. 
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Figure 10. Confusion Matrix of the Random Forest 

 
Figure 10 illustrates the confusion matrix for the Random Forest model. The x-axis 

represents the actual class (Truth), and the y-axis represents the model’s prediction. Here, 
1 denotes a weak learner, and 0 denotes a good learner. The matrix shows a notable class 
imbalance, with many True Positives and few True Negatives. There are also significant 
False Positives, which reduce the model's precision. While adjusting the threshold using a 
precision-recall curve can minimize False Positives, both classes are equally significant. 
Metrics like MCC, Kappa, and F1-Score account for both precision and recall. 
 

DISCUSSION 
 

In this study, a Random Forest machine learning model was developed to predict 
student performance using LMS interaction data from 486 undergraduate students at a 
local university. The dataset contained 23 features. Feature Engineering was used to create 
representative features, and feature selection involved correlation analysis and domain 
knowledge to retain impactful features. The data was split into 70% training and 30% testing 
sets. SMOTE was applied to balance the dataset, and Robust Scaler handled outliers. 
Various machine learning techniques, including RF, SVM, LR, KNN, and NB, were evaluated 
using metrics suitable for imbalanced data: MCC, Kappa, and F1-Score. The Random Forest 
model achieved an MCC of 66.42%, a Kappa of 64.94%, and an F1 Score of 66.67%. In contrast, 
the Naive Bayes model performed the worst, with an MCC of 7.40%, a Kappa of 2.13%, and 
an F1 Score of 9.70%. Compared to models from similar studies (Brahim, 2022; Zeineddine 
et al., 2021), the Random Forest model underperformed in classification accuracy and F1-
score but showed similar consistency in performance compared to the other models.  
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CONCLUSIONS AND RECOMMENDATIONS 
 

In conclusion, Learning Management Systems (LMS) have significantly improved 
education by providing accessibility, centralized information, enhanced communication, 
and cost and time savings. However, challenges remain in extracting actionable insights 
from LMS data and implementing a Random Forest predictive model. This study aimed to 
understand online student behavior to identify students who need additional support or 
challenges. Using LMS data can provide valuable behavioral insights for students, lecturers, 
and institutions. A more detailed analysis of LMS data is recommended for future research.  

 
Random Forest offers a perspective on the relative significance of various features 

within the model. This information may prove beneficial in comprehending the underlying 
data associated with the model and in evaluating the significance of various features. The 
Random Forest algorithm provides enhanced insights into the model, enabling a deeper 
understanding of the data and the identification of the factors that influence the model's 
outcomes. 

 
 Recommendations for future work include exploring alternative imbalance treatment 

techniques and expanding the classification model. Utilizing a larger and more reliable 
dataset would likely enhance the accuracy and robustness of the model's predictions. 
Additionally, addressing the dataset's inherent bias towards "Good" student classifications 
through techniques like ADASYN or SMOTE-ENN could improve overall performance. 
Finally, transitioning to a multi-class classification system with categories such as fail, bad, 
good, and excellent would provide a more granular understanding of student performance 
and inform targeted interventions. 

 
IMPLICATIONS 

 

The study emphasizes the importance of robust datasets and effective data 
handling techniques like SMOTE to enhance machine learning model accuracy in predicting 
student performance. The Random Forest model showed promise, but its 
underperformance suggests the need to explore alternative algorithms. Using balanced, 
well-scaled data and advanced imbalance treatments, as well as considering multi-class 
classification, is essential for detailed analysis. Future research should leverage LMS data 
for deeper insights into student behavior to improve educational outcomes. In the 
Philippine setting, this approach can significantly address educational disparities and 
enhance the quality of education. Educational institutions can use these models to identify 
students who may need additional support, thereby reducing dropout rates and improving 
overall academic performance. 
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