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Abstract  
 
Purpose  – The purpose of the manuscript is to explore the previous literature to reveal 
the trust and interpretability of predictive analytical models that use ML /AI techniques.   
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Method – The methodology applied for the study is the guidelines of Kitchenham et al. 
(2007).  
 
Results – The results reveal that past research explicitly discussed the usage of predictive 
analytics. However, ML models are considered black boxes and suffer from transparency.  
The study proposed a typical process to ensure that predictions made by AI/ML models 
can be interpreted and trusted.  

   
Conclusion – The literature review conducted predictive analytics and AI/ML techniques in 
business decision-making, highlighting their usage in industries.  The study reveals a 
significant gap exists in research on the explainability and interpretability of these ML 
models within a business context. 
 
Recommendations – Recommended the need for more research on transparency and 
interpretability of ML models by developing sector-specific explainability frameworks to 
bridge technical insights and business decisions.  Further, it is recommended to integrate 
ethical and regulatory considerations into explainability frameworks and study 
collaboration methods between AI/ML experts and business leaders to align ML models 
with business goals. 
 
Research Implications – The research highlights the significant gap in the literature 
explainability and interpretability of ML and AI models in the business context.  Therefore 
the research stresses the need for future investigations into improving model 
transparency and creating industry-specific and ethical frameworks that help 
organizations derive more meaningful, trusted, and interpretable insights from data-
driven models. 
 
Practical Implications – It should focus on improving transparency, trust, and collaboration 
in using predictive analytics. By addressing explainability issues and incorporating ethical, 
regulatory, and industry-specific considerations, businesses can more effectively use the 
power of AI and ML to drive data-informed decisions.  
 
Social Implications – This study highlights the importance of ethical and regulatory 
concerns related to AI and ML, such as data privacy, and fairness.  
  
Keywords – explainability, interpretability, machine learning, predictive analytics, trust 
 

 

INTRODUCTION  
 
Data in an organization is table stakes. However, the key to data management is 

when organizations can make the most optimal use of the data amassed to generate 
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insights for product improvements, track business performance, and drive efficiency 
overall. It also implies that the whole concept of big data isn’t novel anymore. Data has 
the potential to change how businesses operate and seamlessly implement data-driven 
solutions. However, with a growing demand in the advent of trends in technology and IT 
systems, the speed and efficiency at which data is generated is increasing by the second. 
Owing to the massive proliferation of data, there is an intense need to establish a data 
governance standard that allows the automation of data to be managed, accessed, and 
interpreted conveniently.  

 
Slowly, organizations across the globe are moving towards leveraging Artificial 

Intelligence/Machine Learning (AI/ML) techniques and tools at every step of their 
operations to optimize business value, improve performance, and drive efficiency. With 
such technologies in place, organizations can pull all the stops to extract value, deliver 
business insights, automate tasks, and make data-informed business decisions. While the 
umbrella term Artificial Intelligence can include Expert Systems, Machine Vision, Natural 
Language Processing, and Speech Recognition, among others, Machine Learning is 
indeed the core of it. ML algorithms have proven to be advantageous in areas such as 
medical diagnosis, financial risk prediction, safety evaluation of robots, aircraft 
manufacturing, and so on (Fu et al., 2021). These algorithms are designed to acquire 
knowledge from real historical data and generate actionable insights to facilitate 
decision-making. Data-driven insights not only help automate business operations but 
also identify key drivers for growth and ways to increase business revenue. 

 
Predictive Analytics is one of the fields of advanced analytics that makes use of AI 

and ML models for data-informed decision-making. The core of predictive analytics is to 
make predictions, and forecast activity, behavior, and trends about future outcomes 
using real and historical data coupled with data mining and machine learning techniques. 
The approach not only helps find useful patterns in data but also identifies risks and 
opportunities for the business. The research hypothesis (Wach & Chomiak-Orsa, 2021) 
claims that predictive analytics can support strategic decision-making by detecting 
projects endangered by misappropriate budget execution. This helps the board of 
management in making decisions that focus on minimizing negative consequences and 
liabilities. Likewise, predictive analytics is also widely used in forecasting sales predictions 
for a business by analyzing historical data, trends, behavior, etc. Organizations rely on 
forecasts to make informed decisions, foresee market performances, and manage 
resources like cash flow, project funds, plans, inventory, workforce, inventory, etc. 
(Ayyagari, 2018). Since organizations typically rely on software tools, expert systems, and 
algorithms, the quality of a business decision and what it entails depends on the quality of 
the forecast (Lackes et al., 2020). Moreover, forecasting also involves analyzing critical 
and sensitive business data. It is of paramount importance to bring in a component of 
trust so that business leaders can make the right decisions to drive overall business 
performance. 
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With rapid advances in analytics and cognitive capabilities in IT, algorithmic 
decision-making is critical in influencing business decisions and deciding the granularity of 
information people are exposed to. While it is indeed a revolution in how data is 
processed and used in organizations, it also dramatically increases the complexity of 
breaking down and understanding the insights of model predictions. The paper 
(Lampathaki et al., 2021) mentioned that despite the many benefits that AI and ML 
algorithms can bring about, humans typically have zero to little insight concerning the 
knowledge of how these systems make any decisions or predictions due to their “black-
box” effect. The paper of Burkart and Huber (2021) states the same idea, highlighting that 
predictions obtained by AI algorithms have high accuracy. However, humans often 
perceive the models as black boxes. Often, the training data that the model learns from 
could be skewed and riddled with errors, introducing components of bias and unfairness 
in results. Since these black boxes suffer from a certain degree of opacity while 
explaining themselves, it often raises the question of how to ’trust’ the predictions that 
they make (Adadi & Berrada, 2018). This adds to the growing concern about handing over 
the task of critical decision-making to algorithms that suffer from interpretability and 
explainability. An example can be seen in the field of healthcare- care where the adoption 
of an AI-based medical diagnosis system hasn't gained traction among healthcare 
professionals due to the lack of interpretability and explainability in model predictions 
(Fan et al., 2020; Cheng et al., 2021). It could also be attributed to a lack of trust in how 
the model makes certain predictions. In Kaur et al. (2022), the authors claim that AI/ML 
models can be deemed trustworthy provided they have a certain degree of fairness, 
explainability, accountability, reliability, and acceptance. 

 
With a rise in speculations across different sectors on the nuances of entrusting 

expert systems and algorithms to making key decisions, there has also been an increase 
in governance frameworks and processes to address these concerns. To this end, the 
Defense Advanced Research Projects Agency (DARPA), responsible for the development 
of emerging technologies for use by the military of the United States, curated an 
Explainable Artificial Intelligence (XAI) program (Gunning et al, 2021). The program aims 
to create a suite of new or modified machine-learning techniques that produce 
explainable models. When these models are combined with effective explanation 
techniques, they help end users understand, trust, and effectively manage IT systems. 
Likewise, Europe has adopted the GDPR, an ambitious set of comprehensive regulations 
for collecting, storing, and using personal information, with the hopes of making the 
European Union fit for the digital age. The law spans many provisions, some of which are 
related to automated decision-making.  

 
Under the GDPR, Article 22, the Right to Explanation says that ’The data subject 

shall have the right not to be subject to a decision based solely on automated processing, 
including profiling, which produces legal effects concerning him or her or similarly 
significantly affects him or her.’ (GDPR, 2018). This means that subjects impacted by 
algorithmic decisions have the right to request to be informed by organizations on how 
algorithms have made automated decisions (Goodman & Flaxman, 2017). It gives every 
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individual the choice to engage or disengage from something if they find the decisions 
are biased or unfair. While the law aims to clear the disparity in decision-making, it also 
puts organizations and their business at stake in a plethora of ways. To expect the 
company and its IT team to explain why their algorithm has made a certain decision 
seems close to impossible. This is because an AI or ML algorithm trains itself on massive 
amounts of data while performing multiple bouts of micro-decisions and complex 
mathematical equations. A human expert, even a programmer, would find it extremely 
difficult to explain the accurate reasoning behind an algorithm’s exact functioning. This 
warrants the need to establish a strong and well-structured governance framework that 
organizations can adopt to interpret and explain the decisions made by the algorithms. 
While there exists a wealth of literature on the quantification of interpretability and 
explainability for models, the quantification of trust as a component is fairly new and 
unexplored. 

 
Therefore, one of the aims of this literature review is to examine the usage of 

predictive analytics in a business context and how an organization can use state-of-the-
art techniques like AI and ML algorithms to derive insights from data. The caveat to be 
highlighted is the fact that it doesn’t end with just making predictions and having an 
exhaustive set of insights. The key to driving business efficiency is understanding the 
insights, trusting the predictions, and making informed decisions as the next steps. To 
this end, this research's objective is three-fold. First, it will focus on understanding 
predictive analytics as a technique across various industries. It then progresses to identify 
the AI and ML techniques that are applied to predict future outcomes based on historical 
business data and the most used frameworks followed by industries to do the same. This 
is followed by a focus on understanding the watchwords ‘explainability’, ‘interpretability’, 
and ’trust’ in predicting outcomes. 

 
The remainder of the paper is structured as follows: The next section describes the 

research methodology followed for the literature study along with the research questions, 
the strategy followed to select articles from the different databases, etc. This is followed 
by the Section “Results”, which discusses relevant literature and results obtained as part 
of the literature study. Following this, “Discussion” attempts to answer the research 
questions by summarizing the results obtained from the study. The section “Practical and 
Theoretical Implications” discusses the research gap identified and the steps to address it 
as part of the forthcoming research. Finally, the conclusion and recommendation are 
provided. 

 

METHODOLOGY 

 

The research methodology applied for the study is a Systematic Literature Review 
(SLR) based on the guidelines of Kitchenham et al. (2007). This research methodology 
aims to summarize existing evidence, identify gaps in existing research, and provide a 
framework or approach to include new research possibilities. It also focuses on a search 
strategy that is less likely to be biased with the search results. This section discusses the 
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research method and search strategy conducted to identify and analyze relevant studies. 
It also explains the research questions identified along with the search queries used in the 
databases, including- inclusion and exclusion criteria and quality assessment of included 
studies.  
 

Research Questions 

 
The research questions aim to understand the existing work in the area of 

predictive analytics, forecasting, explainable artificial intelligence, and interpretable 
machine learning. In addition to revealing existing works related to the interpretability 
and explainability of AI/ML approaches, the research questions aim to identify the 
research gaps, which can be directed to future research as well. The research questions 
formulated for the study are:  
 

• RQ1: What is the definition of predictive analytics in existing literature? 

• RQ2: How do available AI/ML techniques support predictive analytics? 

• RQ3: What methodologies exist in the literature to make data-informed business 
decisions using predictive analytics? 

• RQ4: How are the explanations provided by AI and ML in model predictions 
validated and trusted? 

 
To answer these questions, relevant literature articles are identified from different 

databases and digital libraries, collated, and analyzed to understand the scope of current 
work in the areas mentioned above. 

 

Search Strategy 
 

The search strategy employed in this review focuses on gathering literature from 
the databases. Among the 106 databases in the repository, IEEE Xplore, Scopus, and Web 
of Science are chosen as the most relevant to the study. 

 
Once the relevant databases and digital libraries are selected for the study, the 

next step is to create a search string with relevant keywords. To ensure the results are 
inclusive and accurate, the search string has been formulated by experimenting with 
multiple combinations of keywords and synonyms relevant to the scope of the study.  
The query is as follows: 
 

(“Predictive analytics” OR “Forecasting” OR “Predictive business process 

management” OR “Predictive process monitoring”) AND (“Business decisions” OR 

“Actionable insights” OR “Data-informed decisions”) 

 
Using the string mentioned above, the search has been performed on the title, 

abstract, and keywords in the digital libraries. The search string returned a total of 755 
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articles from the three databases. Zotero (Zotero, n.d), an open-source easy-to-use tool 
to help with the collection, organization, annotation, and citation of research was used 
for this purpose. The collected articles have been exported to Zotero to remove 
duplicates and screening. It is implied that the search results have to be carefully filtered 
again based on specific search boundaries to get the right results and take the study 
forward. Selection criteria have been carefully formulated to narrow down the search 
results. 

 

Inclusion and Exclusion Criteria 
 
The studies selected thus far are based on a simple keyword search on abstract, title, and 
keywords which returned many results. Next, an attempt has been made to concise the 
search results further with the following boundaries: 

• Range of Publication Years: 2010 to 2022 

• Subject Area: Business and Computer Science 
 

The range of publication years for the search strategy has been chosen by keeping 
in mind the inception of the Explainable Artificial Intelligence (XAI) program in 2015 by 
DARPA (Gunning et al, 2021). The search string returned approximately 450 articles from 
the three selected databases. To further scope it down, a comprehensive set of Inclusion 
Criteria (ICs) and Exclusion Criteria (ECs) has been formulated. The Inclusion Criteria (ICs) 
are: 
 

• The paper is in English. 

• The source type of material should be conference papers and journal articles. 

• The paper is available for download. 

• The paper should complement the scope of the study. 

• The paper should include modifications to an existing approach or introduce new 
means to approach the scope of the study. 

• The paper should address one or more research questions. 
 
The Exclusion Criteria (ECs) are: 

• Titles with little or no similarity to the scope of the study. 

• Papers with limited access or only abstracts available 

• “Articles in Press” status of Publication Stage. 

• Papers with abstracts that have little or no similarity to the scope of the study. 
 

The criteria mentioned above have been carefully applied to screen the remaining 
papers, while also reading their abstracts. This resulted in approximately 83 articles to 
review and analyze further. 
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Figure 1. Literature selection process 
 

Data Extraction Strategy 
 
The search strategy used for the literature review can be seen in Fig.1. In order to 

answer the four search questions mentioned in the “Research Questions “section, it has 
been decided to formulate an inclusive data extraction strategy that helps with extracting 
relevant information from the literature. 
1. For RQ1: it is important to understand if there exists a general-purpose or industry-

standard definition of predictive analytics. 
2. For RQ2: literature materials have been screened to understand the different 

techniques employed by AI/ML-based models to make predictions and generate 
actionable insights. 

3. For RQ3: which is also an extension of RQ2, the methodologies applied, their 
limitations and the validation of results have been analyzed. 

4. For RQ4: papers that explicitly discuss explainability, interpretability, and trust have 
been analyzed. It is also critical to categorize the various strategies that have been 
used to validate the degree of explainability in the models. 

 
RESULTS 
 

This section presents an overview of the findings from the literature consumed over 
the course of the systematic literature review. This will help answer the research 
questions mentioned in the “Research Questions” section. 

 
Understanding Predictive Analytics 

 
Simply put, ’Analytics' in general is a process of discovering, analyzing, interpreting, 

and explaining significant data trends and patterns. This makes it easy for key 
stakeholders and decision-makers to consume the data in a digestible way and make 
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better business decisions. Four different types of analytical models co-exist and 
supplement each other. The researchers (Attri et al., 2021) and (Mello & Martins, 2019) 
classify them as Descriptive analytics, Diagnostic analytics, Predictive Analytics, and 
Prescriptive analytics. Summarizing the findings from the three materials, it can be stated 
that, 

• Descriptive analytics, commonly used in management reports for sales, marketing, 
and finance focuses on past facts to identify previous successes and failures. 

• Diagnostic analytics, as the name suggests, not only attempts to explain events that 
happened but also goes a step further to explain the reason behind them. 

• Predictive analytics couples historical data with rules and advanced algorithms to 
determine the likelihood of an event occurring in the future. 

• Prescriptive analytics follows closely behind and attempts to determine a course of 
action based on the findings. 

 
The core of forecasting outcomes and trends is analyzing data from the past and 

present. In (Haran & Moore, 2014), the authors explain that forecasting can be done using 
point prediction where an attempt is made to guess what the future will hold. This seems 
highly unlikely and often leads to inaccurate results. Another possible method is to 
identify a range of plausible estimates. This leaves room for some margin of error by 
guessing the range within which the possible outcome resides. However, predictive 
analytics goes a step further than merely guessing. It often applies machine learning to 
predict the future states of a running business process (Hsieh et al., 2021). For example, a 
simple sales margin forecast for specific products can be done by analyzing data from the 
previous year. By observing the trend, the number of products to be supplied to the 
market can be determined. However, with predictive analytics and advanced algorithm-
based decision-making, relevant key drivers, patterns, trends, and other insights can be 
identified to the extent of generating a potential customer base for specific products. 

 
Predictive analytics and machine learning are often confused as the same in the 

industry. Predictive analytics, at its core, employs statistics on both historical and current 
data to estimate or forecast future events. These statistical approaches include machine 
learning, predictive modeling, and data mining. The paper (Yefimenko, 2018) defines 
predictive analytics as a process that includes multiple steps. The initial steps revolve 
around understanding the scope of the project, setting expectations with relevant 
stakeholders, getting familiar with the data, and performing exploratory data analysis. 
This is followed by employing statistical techniques, creating machine learning models, 
and making predictions. Predictive analytics has a suite of models and algorithms it can 
make use of for predictions. The most used ones as specified in the literature (Yefimenko, 
2018; Zytek et al., 2021) are mentioned in the next section. 
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Use of ML in Predictive Analytics 
 
Classification Models 

 
Classification machine learning uses a set of rules according to which a new object can 

be assigned to the relevant class (Wach & Chomiak-Orsa, 2021). In the context of 
predictive analytics, the classification model predicts a class label for a given example of 
input data. 

 
Decision Trees: A decision tree is one of the supervised learning methods that makes 

use of a tree-like approach for decisions and demonstrates the chance of event outcomes 
(Mahbooba, 2021). Decision trees are also recognized as one of the most popular 
interpretable methods for supervised classification, expressing models in terms of if-then 
rules (Vélez et al., 2020). This algorithm builds predictive models from a given set of 
observations by following a top-down approach with a decision node at the top and 
subsequent decision and leaf nodes. The root nodes are significant predictors, and the 
leaf nodes help with making the final decision. The internal nodes have both outgoing 
and incoming branches in contrast to the leaves (terminal nodes), which are assigned to 
probable target variables (Wach & Chomiak-Orsa, 2021). 

 
A decision tree generates rules to predict the value of a target variable based on some 

splitting criteria. Some of the most used algorithms are ID3 and CART. They make use of 
statistical metrics such as information gain, entropy, and GINI to compute how well 
attributes separate training examples based on the target data. 

 
Support Vector Machine: Support Vector Machine (SVM) is a binary classifier that can 

separate a set of n-dimensional (where n is the number of features) data points into two 
classes (Wach & Chomiak-Orsa, 2021). This can be useful in the context of predictive 
analytics as it takes groups of observations and constructs boundaries to predict which 
class future observations belong to. Each data item is plotted as a point in the n-
dimensional space, following which optimal hyper-plane attempts to segregate the 
classes. It makes use of non-linear kernel methods or similarity functions to transform 
input data to a high-dimensional feature space. This is called the Kernel trick. The goal of 
SVM is to maximize the margin or distance between the two classes. SVM is also quite 
versatile as it can be used for both Classification and Regression problems. They’re most 
advantageous when working with high dimensional data i.e. when the number of 
potential predictors is large and flexible with any shape including linear, radial, and 
polynomial, among others. 

 
Time Series Model 
 

A time series model is often referred to as a collection of data points that has time as 
the input parameter to make scientific predictions. Most likely, the input parameter is 
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historical time-stamped data which makes it easier to predict future outcomes and 
observations by identifying patterns. It involves building models through this historical 
analysis to drive future strategic decision-making (Lin & Ying, 2011), (Dael et al., 2022). 

 
The papers (Shaikh, 2021; Kumar et al., 2021a; Poleneni et al., 2021) explicitly discuss 

the use of time series analysis for the prediction of COVID-19 outbreak in the future. 
Owing to the exponential and rapid speed of the disease, it has been increasingly difficult 
to control and analyze the situation with merely human resources and observations. The 
authors claim that it has become obligatory to work on an automated decision-making 
model to make informed decisions and ease the spread of the virus. In the three papers, 
future forecasts are predicted by analyzing the COVID-19 epidemic occurrence and 
employing relevant algorithms to derive conclusions. As per the literature, the different 
types of time series models include: 

 
Autoregressive (AR): AR models are regression models where the dependent or 

response variable is a linear function of past values of the dependent or response variable. 
AR typically restores the values from a variable belonging to the previous periods as input 
for the current regression equation (Poleneni et al., 2023). This equation, in turn, predicts 
the output for the upcoming period. 

 
Moving Average (MA): The MA model is one of the types of time series models that 

accounts for the possibility of a relationship between a variable and the residuals from 
the preceding periods (Poleneni et al., 2021). Unlike AR, here the dependent or response 
variable is a linear function of past values of the error term. MA computes the average of 
a subset of numbers. This is done multiple times for several subsets of data. However, 
this may be disadvantageous as it always assumes that the trend is linear. As a result, it 
cannot be used to forecast long-term time series data (Kumar et al., 2021b). 

 
Autoregressive Moving Average (ARMA): ARMA is a combination of AR and MA. In 

this model, the dependent or response variable is a linear function of past values of both 
the dependent or response variable and the error term. 

 
Autoregressive Integrated Moving Average (ARIMA): ARIMA is a generalization of 

the ARMA model as it enhances the features of AR and MA models. In comparison with 
the other models, ARIMA performs better in terms of accuracy (Kumar et al., 2021b). In an 
ARIMA model, the future value of a variable is assumed to be a linear function of several 
past observations and random errors. ARIMA includes three iterative steps (Zheng & 
Zhong, 2011). They are as follows: 

1. Model Identification 
2. Parameter Estimation 
3. Diagnostic Checking 
 
This three-step process is repeated until a satisfactory model is generated for 

predictions. 
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Explainability, Interpretability, and Trust 
 

Predictive analytics, underpinned by advanced AI and ML techniques, provides 
business process intelligence in organizations. While the most commonly used metric to 
measure the predictive capability of a model is accuracy, the resulting model is still 
considered a ’black box’ when presented to business stakeholders (Wickramanayake et 
al., 2022), (Sindhgatta et al., 2020b). One can think of an ML model as a black box when 
the model lacks transparency and is uninterpretable. On the contrary, a model can also be 
called a glass box when the predictions are fully interpretable and true to its name. Being 
unable to interpret results from a black box model can be a roadblock for businesses as 
the models are unable to provide further insights into why a certain business process 
prediction was made (Zytek et al., 2021). 

 
Within the ML community, despite the many attempts by researchers to distinguish 

‘interpretability’ and ‘explainability’, the two terms are still used interchangeably. The 
authors of Interpretability (Rosenfeld & Richardson, 2019) presented the relationship 
between Explainability and Interpretability as follows. 

 
1. Explainability - The ability to discover meaning between input data and model 

outputs i.e. to take an ML model and explain the behavior in human understandable 
terms. 

2. Interpretability - To be able to understand the inner workings of a model i.e. to 
understand exactly why and how the model is making predictions. 

 
Recent studies in (Alhomsi & Vivacqua, 2021), and (Sokol & Flach, 2020) have 

identified two types of explainability namely local and global explainability. In local 
explainability, an explanation behind an individual decision or prediction is provided, 
while in global explainability only a single explanation is given for the whole dataset.  
Added to this, explanation techniques can also be classified as ante-hoc and post-hoc. 
Ante-hoc methods such as linear regression, decision trees, and random forest have a 
degree of explainability incorporated in the model itself while post-hoc techniques rely on 
other models to be trained and provide explanations. 

 
In addition to the above observations, there are several dimensions mentioned in (El-

Khawaga et al., 2022) to explainability that can be used to validate the explanations that 
the model predicts. These are as follows: 
1. How to explain? 

This relates to how a predictive model derives predictions based on the inputs. It can 
be done in the form of a proxy model, feature importance, or visualization. 

2. How much to explain? 
Relates to the level of granularity to which models can be explained i.e. local 
explanations and global explanations. 
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3. How to present? 
This relates to choosing ways to present an explanation to the stakeholders based on 
the characteristics of the end user, their level of expertise, the scope of the 
explanation, and the purpose it brings forth. It can be done by visual explanations, 
verbal explanations, or analytical explanations. 

4. When to explain? 
Relates to the point in time an explanation should be provided to stakeholders. This 
can be intrinsic, where explainability is introduced during the process of building the 
model, or post-hoc where explainability is established on the basis of model outcomes. 
 
 The next sub-sections list some techniques in the existing literature to introduce 

explainability, interpretability, and trust which are commonly used. 

 
Feature Engineering 

 
In an ML life cycle, the steps leading up to predicting a desired outcome can include a 

variety of iterations such as gathering and preparing data cleaning and removing 
irrelevant features, and finally presenting the improved results. In ML, a ‘feature’ is 
typically considered as a measurable input that is used in predictive models to predict 
future outcomes.  These features, when dealt with the right way, can be very beneficial 
leading to improvements such as boosting predictive results, decreasing computational 
times, reducing excessive noise, and increasing decision-making transparency 
(Chatzimparmpas et al., 2022), (Krause et al., 2014). This is commonly known as Feature 
Engineering. Simply put, it is the process of converting raw observations and insights into 
desired features using statistical and machine-learning approaches. Likewise 
(Chatzimparmpas et al., 2020), StackGenVis is a system that helps users dynamically adapt 
performance metrics, managing data instances and selecting the most important features 
for a given dataset.  To get the most accurate results, the importance of choosing the 
right features is emphasized largely. This is done in 3 ways: 

1. Univariate: Identical for all models but different for each feature. 

2. Permutation: Observe how random re-shuffling of each predictor influences 
model performance. 

3.   Accuracy: Similar to Permutation, it removes features one by one but retrains the 
model based on the accuracy as feedback. 

 
The authors (Chatzimparmpas et al., 2022) divided the processes of feature 

engineering into four phases: 
1. Feature Ideation: This is ideally the first step in feature engineering where new 

features are created from the raw data. 
2. Feature Generation: This follows the ideation phase and supports the creation of 

more relevant features from the combination of already existing ones. Typical 
interactions during this process are addition, subtraction, multiplication, and division. 
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3. Feature Transformation: This phase includes modifications over the features such as 
binning, scaling, logarithmic transformations, etc. 

4. Feature Selection: This phase selects a subset of features from the pool of features 
that are available. Some of the methods for this are filter, wrapper, embedded, and 
hybrid. 

 
Visual Analytics 

 
With the many advances in state-of-the-art IT systems backed by AI and ML 

technologies, humans are more dependent on expert systems for decision-making. 
However, even with these advancements, the lack of transparency and explainability 
regarding decisions made by these models is an increasing concern. It also induces a 
sense of fear because of the inability to fully comprehend the internal workings of the 
models and their decisions. Recent research claims that visual metaphors seem to 
address the problem of interpreting ML algorithms and go beyond judging a model’s 
performance simply based on its accuracy score (Krause et al., 2016). Similar to how 
humans have excelled in understanding data using visualization techniques, it is natural to 
apply the same principle to interpreting ML models. Visual analytics can help with 
understanding the inner workings of a model, extract information from a model (post-
hoc interpretability), and enable performance diagnosis for building accurate models. 
According to (Kaouni et al., 2021), a visual analytics platform can be created as a web 
application with the help of Python programming language and libraries such as Pandas, 
PM4py, or Plotly. 

 
One such approach can be seen in (Xie et al., 2029), where the authors claim that 

visualizations combined with causal relations can help with exploring and validating 
decisions made by the models.  Added to this, there is a causal graph explanation that 
supports a set of intuitive user controls to perform what-if analyses and make action 
plans. This system consists of three components, the data processing component for 
processing high-dimensional data, the causal detection component for computing the 
causal graph, and the visualization component for supporting the causal graph 
exploration and what-if analysis. This type of system is introduced to improve a user’s 
confidence about the results from an ML model and thereby take actionable decisions. 

 
Likewise, a visual analytics tool developed by (Legg et al., 2019), demonstrates the 

benefit of human-benefit collaboration that promotes transparency, inspection, 
understanding, and trust in the learning process. This approach is typically called active 
learning, where at first the machine is trained on a small sample of labels given as input 
by the humans. As and when it crosses paths with new unlabeled data, the machine has 
the choice to classify the new data or query the human for a class label based on its 
confidence in classification. 
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Local Interpretable Model-agnostic Explanation (LIME) 

 
Black-box models are often recognized as complex and not straightforward to 

interpret while a certain degree of trust is placed in machines to predict future outcomes 
that can drive the efficiency of an organization, it is also important to understand the 
underlying mechanics of the model and the predictions that come with it. Research and 
current literature explore ways in which explainability methods can interpret the inner 
workings of a black-box model without having direct access to it (Lin et al., 2019). To this 
end, post-hoc explanations provide insights after a model is trained. One way to do this is 
by using the Local Interpretable Model-Agnostic Explanation model (LIME). Here, model-
agnostic refers to the flexibility that comes with the application of LIME. Staying true to 
the name, LIME is model-agnostic, such that it can be applied to any machine learning 
model. The technique attempts to understand the model by perturbing the input of data 
samples and understanding how the predictions change. LIME attempts to offer a 
solution for the trade-off between interpretability and performance i.e. complex models 
that can handle large and versatile data sets and less complex models that are much 
easier to interpret but fall short on performance. The paper (Chowdhury et al., 2023) 
elucidates the benefits of using LIME in model interpretability and explainability. They are 
as follows: 
1. Interpretability: LIME provides an intuitive understanding of the relation between 

input variables and model response in a way that's convenient even without ML 
expertise. This is most beneficial for business stakeholders who would like to dive 
deep into the results to make actionable decisions. 

2. Local Fidelity: LIME focuses specifically on how the model behaves in the vicinity of the 
individual observation being predicted. This may lead to only a handful of variables 
that relate to a local/individual prediction, even if a model has hundreds of variables 
globally. 

3. Model-Agnostic: As explained earlier, LIME can explain any model and treats all of 
them as black boxes. 
 
The authors of (Ribeiro et al., 2016) explain the core concepts of LIME with the help of 

an example. Predictions made by expert systems need to be validated and trusted before 
making decisions based on the outcomes. 

 
Existing Frameworks 

 
Machine Learning algorithms aim to bring a component of discipline to decision-

making because they uncover relevant factors that humans might tend to overlook. With 
recent breakthroughs in various disciplines, organizations, and industries are leaning 
towards automated decision-making more than ever. However, to ensure the decisions 
made by these systems are tangible and can be applied to a real-world context, 
frameworks and methodologies need to be put in place. This section describes the most 
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commonly used methodologies to build interpretability and trust according to the results 
of the literature review. 

 

Fairness, Accountability, and Transparency (FAT) 
 

True to its name, FAT is responsible for ensuring the algorithm backing a decision stay 
Fair, Accountable, and Transparent. This framework primarily came into existence to 
tackle ethical challenges and biases in automated decisions. The research of Shin and Park 
(2019) presents a conceptual model of FAT as an antecedent variable affecting 
satisfaction while trust is a moderator influencing this relationship. For example, in the 
case of expert and recommendation systems, transparency and fairness are key 
indicators in algorithms to build trust amongst users. 

 
According to (Zhdanov et al., 2022), the three components of FAT are defined as 

follows: 
1. Fairness: To ensure a lack of bias in model prediction. Bias can occur in two ways data 

bias and model bias. Data bias refers to the dataset serving as input and model bias is 
a result of the unfair influence of model fitting. 

2. Accountability: To ensure prediction accuracy and coverage of data points with 
reliable predictions. Accountability bridges the gap between an algorithm generating 
a high number of unreliable predictions and a lower number of high-quality 
predictions. 

3. Transparency: Relates to the function of the modeling method. This focuses 
specifically on the black box models that can generate accurate predictions but 
cannot explain the logic underlying the predictions. 
 

While prediction accuracy is important for decision-making, it also requires an increase 
in computational effort and complexity. It boils down to the business leaders having to 
arrive at a trade-off and decide on the level of accuracy that is satisfactory for business 
requirements. The paper (Zhdanov et al., 2022) also suggests an iterative approach to 
creating fair, accountable, and transparent models for business. 
1. To tackle transparency, select a general modeling method such as linear models and 

decision trees that are more transparent. 
2. Formulate a set of predictors with a workable solution. 
3. Set of checks based on accountability conditions such as prediction accuracy, coverage, 

model stability, replicability, etc. 
4. Next, include fairness criteria to check for bias. The suggested approach is to remove 

outliers and partition the dataset into relevant subsets for calculation. Re-processing 
the dataset and repeating the computation of predictors with different approaches 
could also be another way to deal with model bias. 
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Cross-Industry Standard Process for Data Mining (CRISP-DM) 

 
CRISP-DM is a methodology that focuses on aligning data mining processes with 

business goals. It is an iterative approach with opportunities to evaluate the progress of 
the project and ensures business goals remain the core of the project rather than an 
afterthought. In addition to this, it serves as a roadmap by offering best practices for data 
engineers, analysts, and business stakeholders to adhere to and carry out a project 
(Bohanec et al., 2017). Authors Wirth and Hipp (2000) mentioned the CRISP-DM model 
can be seen as a hierarchical process model with four levels of abstraction: phases, 
generic tasks, specialized tasks, and process instances. The specialized task goes one 
level further and explains how the actions in the generic tasks should be carried out in 
specific scenarios. The fourth level is more of a record of actions, decisions, and results of 
the whole project. The lifecycle of a typical data mining project in CRISP-DM has 6 phases 
as listed below. 
1. Business Understanding: The first phase focuses on understanding the core problem, 

objectives, and requirements and then aligning them in accordance with the strategy 
and goals of the business. A detailed plan can also be during this phase. 

2. Data Understanding: The second phase revolves around getting familiar with the data, 
discovering insights, and checking the quality. 

3. Data Preparation: In this phase, the raw data will be manipulated into a form that can 
be analyzed and used as input to the ML model. 

4. Modeling: This phase is to select various modeling techniques to be applied to the 
prepared and pre-processed data. 

5. Evaluation: Before deploying the model, it's important to evaluate the model and 
check if business objectives have been met. This phase determines if there are gaps 
that the model fails to bridge while aligning with business goals. 

6. Deployment: In the last phase, the models are pushed into production by running 
them on a live environment. This makes the model’s predictions available to users, 
developers, or systems, so they can make business decisions based on data, interact 
with their application, and so on. 
 
Likewise, Studer et al. (2021) propose a process model for the development of 

machine learning applications by making use of the CRISP-DM methodology as the 
baseline. It is specifically designed for ML models that are developed and maintained as 
part of a product or service. The proposed process model, CRISP-ML(Q) with the addition 
of quality assurance, covers the six phases of CRISP-DM. CRISP-ML(Q) extends the scope 
of process models with an additional phase, monitoring, and maintenance, to address 
risks of model degradation in a changing environment. Further, the literature also has 
various quality measures such as robustness, scalability, explainability, model complexity, 
and resource demand to understand the success of the ML models. 

 
The two approaches mentioned above, have two different focuses however they act 

as complementary. FAT focuses on ethical principles and ensuring that ML models are fair, 
transparent, and accountable, which is critical in building trust and addressing ethical 
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concerns. Othe other hand, CRISP-DM is a framework for aligning the data mining or ML 
process with business goals, ensuring that technical projects deliver meaningful 
outcomes while maintaining structure and repeatability. In practice, they can use both 
together. 

 

DISCUSSION 
 

This section discusses the most important observations and is structured according to 
the research questions mentioned in the section “Research Questions”. This serves as the 
preliminary identifier for the research gap identified. 

 
RQ1: What is the definition of predictive analytics according to the literature? 
 
Modern technological advances have given way to the automation of data-driven 

decision-making backed by predictive analytics and machine learning techniques. In the 
context of business process management, predictive analytics is observed as the process 
of predicting future observations of a business by learning from historical data and events 
of the past (Sindhgatta et al., 2020a). This literature review observed several definitions 
of predictive analytics. Authors (Wach & Chomiak-Orsa, 2021), defined predictive analytics 
as a process that uses advanced mathematical formulas, statistical algorithms, as well as 
IT tools and services to identify dependencies, relationships, and patterns in data sets and 
reduce their complexity. In simpler terms, predictive analytics, with the help of historical 
data, statistical algorithms, and machine learning techniques, aim to identify the 
likelihood of future outcomes. 

 
RQ2: How do AI/ML techniques support predictive analytics according to the 

literature?  
 
Predictive analytics combined with AI/ML techniques and algorithms facilitate 

organizations' progress up the Business Intelligence (BI) maturity curve. These analytics 
solutions operate in real time to improve performance and drive efficiency by predicting 
future outcomes based on trends and patterns observed in the data. Models are typically 
trained to learn from previous iterations using specialized algorithms to produce reliable 
and accurate insights and results. 

 
The available techniques in the literature support predictive analytics, ML algorithms 

such as decision trees, and support vector machines trained on historical data to provide 
outcomes for business decisions. The decision tree is a qualitative way of performing 
analysis and forecasting as it does not require a lot of statistical information but relies 
more on the intuition of decision factors. Support vector machines, on the other hand, 
can be used for data classification to obtain the most classified surface to make easier 
predictions. In addition to these algorithms, outside the scope of the identified literature, 
there are various algorithms to choose from, such as XGBoost, Random Forest, KMeans, 
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etc. Another interesting approach to predictive analytics is understanding how data 
changes over time and the direction in which it changes. This can be done using Time 
series analysis where clean and time-stamped data is used to identify trends and patterns 
in historical data. This helps analysts and other relevant stakeholders identify fluctuations, 
outliers, seasonal variations, residuals, and more from the data. 

 
RQ3: What methodologies exist in the literature to make data-informed business 

decisions using predictive analytics? 
 
It’s implied that the driving force behind good business decision-making lies in the 

experience and instincts of business leaders. Now, with organizations transitioning to the 
cloud and making progress with digital transformation, research confirms that businesses 
that base decisions on data are likely to be more trustworthy. This is powered by 
automated algorithmic decisions that involve the use of statistical models to output 
results and influence decisions. 

 
In the literature, there were many references to methodologies that could help with 

making data-informed business decisions. However, the scope of the literature aims to 
address the basis on which these predictions are translated to actionable decisions by 
businesses. This is made possible by ensuring stakeholders can trust the predictions and 
are easily interpretable. For example, Carta et al. (2021) attempt to predict stock market 
forecasting by exploiting news and domain-specific lexicon. They propose an approach as 
follows: 

 
1. Feature Engineering: Create an extended set of features by extracting data from the 

news. 
2. Make use of ML-based predictive algorithms to create forecasts. 
3. The decision tree algorithm provides explanations of the outcomes and predictions to 

improve explainability. 
4. The approach is validated through an experimental study. 

 
Similar to the above-mentioned approach, the summary of the findings for research 

question 3 has been visualized in Figure 2. It shows the typical process followed to ensure 
predictions made by AI/ML models can be interpreted and trusted to make informed 
decisions. 

 

 
 
 
 

 
Figure 2.  The typical lifecycle for Interpretability and Trust 
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RQ4: How are the explanations provided by AI and ML in model predictions validated 
and trusted? 

 
According to the literature, most of the results are validated by relevant stakeholder 

and expert interviews along with case studies. In addition to this, two frameworks have 
been identified as part of the literature review that help conform the explanations 
provided by AI and ML in a standardized way. They are FAT and CRISP-DM. While the 
former is more focused on ensuring the algorithms stay accountable to the results they 
provide, the latter is a systematic and streamlined process that’s followed in a typical 
project lifecycle that involves ML and AL algorithms. The validation of model explanations 
can also be facilitated via techniques such as feature engineering, LIME, and relevant 
visual analytics of the data. In addition to this, through the literature review, table 1 
summarizes how the results of model predictions can be presented to business 
stakeholders (Mueller et al., 2019; Alhomsi & Vivacqua, 2021). 

 
Table 1. Explanations for Business Stakeholders 

Format (How it is expressed) Reference(What it is about) 
Visualization e.g. Heatmaps Examples include misclassifications, counter-

examples, outliers, clear cases, and close 
competitors. 

Text (Statements, Narratives or 
Stories, Answers to queries, Human-
machine dialogs) 

Patterns, Classes, Ontologies 

Formal Expressions (Logical 
expressions, Matrices) 

Features, Weights, Probabilities, Ranks, 
Parameters 

Conceptual Process Models (Diagrams) Decisions, Strategies, Goals 

Graphs, Networks Algorithms, Computational Processes, Proofs 

Tables Incidents, Events (includes self-explanations 
or stories) 

Abstractions, generalizations Cause-effect relations 

Timelines  

Hierarchies (Trees)  

 
PRACTICAL  AND THEORETICAL IMPLICATIONS 
 

This section discusses the research gap identified as part of the literature review, 
along with the future research focus. The advancement of AI and ML in model predictions 
and high-stakes decision-making has seen great success as organizations across the globe 
are slowly adopting them as the norm. The adoption of these advanced analytics and 
algorithms has also faced skepticism from stakeholders for its impediments. In a typical 
AI/ML context, when investors, consumers, business stakeholders, and end-users come 
together to make informed decisions based on a model, the first question that comes up 
is ‘How much can I trust the predictions that a model makes?’ 
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While the scope of the literature review spans various topics like predictive analytics, 

explainability, interpretability, and trust in model predictions, limitations still need to be 
bridged. Most of the literature materials identified as part of this review offer significant 
opportunities in predictive analytics by providing means to analyze, diagnose, finetune, 
and improve models and the predictions that come with them. However, one of the key 
weaknesses identified in the existing literature is that the interpretations are not 
extracted in a way that will be meaningful in a business context i.e. there is little effort on 
understanding model explanations in a way that will drive efficiency for businesses and 
their revenue. Although most of the materials focus on forecasting and predictions, 
understanding the nuances of black-box algorithms, they don’t necessarily discuss this in 
light of how the business can derive insights. The dream is to tap into key drivers as a 
result of insights generated so that business stakeholders can easily make sense of them, 
look into financing options, and demand planning for operations. 

 
In addition, the literature review lacks the discovery of formal applications of the FAT 

framework and CRISP-DM in business or information systems research. Most of the 
existing literature highly focuses on the need for a governance framework without going 
into the specifics of how these algorithms can actually conform to them. Therefore, this 
research gap creates a necessity that assists organizations in interpreting and trusting the 
AI/ML approaches that are used in decision-making. 

 
Social Implications 
Beyond business impacts, AI/ML adoption has important social implications: 
1. Bias and Fairness: AI models, if not transparent, can perpetuate bias, particularly 

in areas like finance and healthcare. Future research should explore how 
explainability can reduce bias and ensure fairness across different demographic 
groups. 

2. Ethical Accountability: With AI systems making critical decisions, ethical 
accountability becomes essential. Research is needed to investigate how 
businesses can implement frameworks to ensure transparency and ethical 
compliance in AI-driven decisions. 

3. Workforce Impact: AI adoption may lead to job displacement. Future studies 
should explore strategies for balancing automation with employment, such as 
reskilling programs that support workforce adaptation. 

4. Trust and Public Perception: Trust in AI is crucial for its acceptance. Research 
should focus on how explainable AI can improve public understanding and trust in 
AI systems, especially as they become more integrated into daily life. 

 
 

CONCLUSION AND RECOMMENDATIONS 
 
The literature review has been conducted to understand predictive analytics and how 

AI/ML techniques and algorithms are being leveraged to make data-informed business 
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decisions. The research questions defined in the previous section have been answered 
with the results obtained as part of the literature review. It is observed that plenty of 
literature exists that explicitly discusses the usage of predictive analytics in industries 
such as automotive and healthcare. In addition, ML models considered as black boxes for 
the lack of transparency are addressed along with the complexity of interpreting them. 
Several approaches were observed to address this issue such as feature engineering, 
visual analytics, and relevant explainer algorithms. However, a significant gap was 
identified: the lack of research focusing on the explainability and interpretability of ML 
models specifically within a business context. Given the importance of transparent and 
interpretable models for decision-making in areas such as investment, resource allocation, 
and operational efficiency, this is a critical area for further exploration. To address this, 
future research should prioritize the development of a robust framework or set of 
guidelines that business leaders can rely on to interpret automated predictions 
confidently.  
 
Recommendations for future research include: 

1. Development of Business-Specific Explainability Frameworks: Research should 
focus on creating frameworks tailored to different business sectors that ensure 
ML models are not only accurate but also interpretable by non-technical 
stakeholders. This would help bridge the gap between technical insights and 
actionable business decisions. 

2. Evaluation of Frameworks Across Diverse Business Scenarios: Studies should 
evaluate the effectiveness of these frameworks in various business contexts, such 
as finance, retail, and logistics, to ensure that they can be generalized across 
industries. 

3. Integration of Ethical and Regulatory Considerations: As transparency becomes 
increasingly important, future research should also investigate how explainability 
frameworks can integrate ethical and regulatory guidelines, ensuring compliance 
with emerging laws such as AI transparency requirements. 

4. Collaboration Between AI/ML Experts and Business Leaders: Further studies 
should examine how collaboration between technical and business teams can 
improve the alignment of ML models with business goals, ultimately making 
predictions more actionable 
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