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Abstract  
  
Purpose – The purpose of this study is to improve the efficiency and accuracy of 
sentiment analysis in the context of hotel reviews, thereby contributing to the 
advancement of machine learning and natural language processing fields. 
 
Method – The study employs an Enhanced SVM algorithm, incorporating SMO, Random 
Search, and SMOTE, to address issues of long training time, hyperparameter 
optimization, and imbalanced data. 
 
Results – The Enhanced SVM outperforms the Traditional SVM, with a 13.48% increase in 
accuracy, a 100.42% reduction in training time, and improvements of 11.5% and 8.5% in 
Precision and F1-Score, respectively. 
 
Conclusion – The study successfully enhances the SVM algorithm, providing a more 
effective tool for sentiment analysis in the context of hotel reviews, with significant 
improvements in performance metrics. 
 
Recommendations – Future researchers should explore advanced optimization methods 
for hyperparameter tuning, use additional linguistic features like semantic analysis and 
context-aware embeddings, and incorporate sarcasm detection. Furthermore, consider 
deep learning models and ensemble approaches, combining SVM with other algorithms. 
Lastly, advocating for real-time sentiment analysis is suggested for immediate customer 
feedback insights. 
 
Research Implications – The study offers valuable insights into the application of machine 
learning techniques in sentiment analysis, particularly in the tourism industry. 
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Practical Implications – The Enhanced SVM model can be used by platforms like 
TripAdvisor to provide more accurate sentiment analysis of hotel reviews, aiding tourists 
in their decision-making process. 
 
Social Implications – Improved sentiment analysis can enhance the overall travel 
experience, leading to more satisfying and informed travel decisions.   
  
Keywords – sentiment analysis, support vector machines, sequential minimal 
optimization, random search, synthetic minority over-sampling technique 
 

 

INTRODUCTION  
 
The abundance of online reviews poses a challenge for tourists in identifying 

quality attractions. Sentiment Analysis (SA), particularly using Support Vector Machines 
(SVM), can effectively analyze these reviews, aiding decision-making (Sari et al., 2023). 
SVM is a popular supervised machine learning algorithm that is used to determine the 
polarity of text (Abdulhammed & Karim, 2022). 
 

The training process of SVM involves solving a quadratic programming (QP) 
problem, which requires solving many optimization subproblems. This can be time-
consuming, especially when the dataset size is large. Sequential Minimal Optimization 
(SMO) addresses this issue by significantly reducing training time, ensuring both speed 
and stability. Their study result indicates that the Support Vector Machine SMO training 
time is 2.83 seconds, with a low standard deviation of 0.1, implying that the method is not 
only fast but also consistently stable and reliable, less prone to variations from random 
factors (Goel et al., 2021). 
 

Hyperparameter tuning is particularly important in sentiment analysis and other 
natural language processing tasks, as it helps in accurately classifying and categorizing 
text-based data. The paper compares the performance of Naive Bayes and SVM classifiers. 
After hyperparameter tuning, SVM outperformed Naive Bayes with an accuracy of 85.65% 
compared to 68.70%, demonstrating the effectiveness of hyperparameter tuning in 
improving the performance of both models (Chong & Shah, 2022). 
 

LITERATURE REVIEW 
 

Local Literature 
  

A study introduces a machine learning framework for diabetes classification, 
utilizing the Support Vector Machine (SVM) algorithm with various kernels. Evaluating 
SVM's pre and post-pre-processing performance, the polynomial kernel achieves the 
highest accuracy (83.77%), sensitivity (86.07%), and specificity (81.97%). SVM effectively 
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identifies optimal hyperplanes for class segregation, proving beneficial for high-
dimensional, limited training samples, and non-linear datasets. Comparative analysis 
shows the proposed SVM model's superior diagnostic capability in classifying diabetic 
disease compared to previous studies (Asaad, 2022). 
 

Foreign Literature 
 

SVM is a popular linear classifier for text, requiring meticulous feature engineering 
and TFIDF vectorization. Pre-trained Language Models (PLMs) like BERT and ELMO need 
minimal feature engineering but can be fine-tuned for NLP tasks. A study comparing four 
PLMs with SVM for text classification suggests that even fine-tuned PLMs don't 
outperform SVM significantly. Authors suggest using SVM with careful feature 
engineering for cost-effective and superior performance in text classification (Wahba et 
al., 2023). 
 

SVM utilizes a kernel to classify data by converting it to a higher-dimensional space. 
Hyperparameters like C, kernel, and gamma are optimized through random search cross-
validation. The SVM model achieved an F1-score of 0.80 without resampling, effectively 
classifying TikTok review sentiment with a good balance of precision and recall (Isnan et 
al., 2023). 
 

Local Studies 
 

SVM is used in OCR systems to differentiate Baybayin scripts from the Latin 
alphabet. SVM models excel in recognizing Baybayin and Latin scripts, characters, and 
diacritics. The SVM character classifier achieves perfect accuracy, precision, recall, and F1 
score, all at 100% (Pino et al., 2022) 
 

Foreign Studies 
 

Support Vector Machines (SVM) is a classification algorithm aiming to find the 
optimal surface for separating positive and negative training samples. It generates a 
weight vector from training data to classify new points effectively (Korovkinas et al., 
2019). 
 

Support Vector Machine (SVM) is a classification algorithm in sentiment analysis, 
that outperformed K-NN in handling high-dimensional data by finding the best 
hyperplane for class separation. Results showed SVM achieved 88% accuracy with the 
Waterbom dataset (Sari et al., 2023). 
 

SVM is frequently used for classification tasks in text mining, including sentiment 
analysis in e-commerce reviews. It can be optimized using techniques such as grid search 
for parameter selection and unigram feature extraction, which have been shown to 
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improve classification accuracy in experiments using customer review datasets (Sulistiana 
& Muslim, 2020). 

Sequential Minimal Optimization (SMO) efficiently trains SVMs by solving the 
Quadratic Programming problem in smaller subproblems, optimizing two variables 
iteratively. It reduces computational complexity and training time compared to 
optimizing the entire problem at once, making it a preferred choice for SVM tuning 
(Torres-Barrán et al., 2021). 
 

A random search in SVM optimizes hyperparameters by randomly selecting 
combinations from a defined search space. Table 9 outlines SVM hyperparameters like 
kernel type, C value, and gamma value. Table 11 shows that preprocessing methods led to 
the highest F1 score of 83.362%, indicating improved sentiment prediction by the SVM 
model (Rahmadayana & Sibaroni, 2021). 
 
  The Synthetic Minority Over-sampling Technique (SMOTE) addresses imbalanced 
class data by generating synthetic samples for the minority class. In SVM, it enhances 
accuracy, precision, and sensitivity by balancing class distribution. Results show notable 
improvements, such as a 3% accuracy increase, 8% precision enhancement, and 25% 
sensitivity improvement in SVM performance with SMOTE on imbalanced data 
(Anggrawan et al., 2023). 
 

METHODOLOGY 
 

  The researchers have first analyzed the existing problems of Support Vector 
Machines in Sentiment Analysis. The researchers have found three problems including 
intensive resource demands, hyperparameter optimization, and data imbalance. The 
researchers set objectives to enhance the SVM’s efficiency, optimize the hyperplane for 
maximal-margin classification, and incorporate SMOTE for better data balance.  
 
  The existing problem is Resource-intensive in solving the Quadratic Programming 

problem making training time much longer and with a Complexity of O( ), Accuracy can 
be further improved if Hyperparameter and Data is Optimized. The researchers explored 
ways to reduce the time complexity and come up with a framework that aims to solve the 
existing problems. The new framework includes the use of Synthetic Minority Over-
sampling TEchnique (SMOTE), Random Search, and Sequential Minimal Optimization.  

 

Data Gathering and Pre-processing using BeautifulSoup 

The data gathering process from TripAdvisor hotel reviews is extracted through 
BeautifulSoup web scraping. Initially, URLs are extracted to locate web pages containing 
hotel reviews. Subsequently, HTML content is retrieved via HTTP requests and parsed 
using BeautifulSoup to extract pertinent information such as text reviews and ratings. 
The extracted text reviews undergo pre-processing, including tasks such as HTML tag 
removal, tokenization, lowercasing, and stopword elimination, to enhance data quality. 
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Finally, the processed data, consisting of reviews and associated ratings, is stored in CSV 
format for further analysis. This structured approach ensures efficient and accurate 
acquisition of hotel review data from TripAdvisor, facilitating valuable insights and 
evaluations relevant to the tourism industry. 

 

 
Figure 1. Flow of Data Gathering Figure 2. Flow of Data pre-processing 
 

  Data pre-processing refines raw text data for analysis in several ways. URLs are 
removed from the text to remove extraneous information. Only text is extracted once 
HTML tags are removed. To focus on text, alphanumeric characters like numerals and 
punctuation marks are filtered out. Tokenization breaks text into words for processing. 
To standardize representation, all text is transformed to lowercase. Eliminating 
meaningless words like "the" and "and" simplifies analysis. Finally, lemmatization reduces 
words to dictionary form for consistency and interpretability. This systematic approach 
cleans and standardizes text data for analysis and modeling. 



 

 

Synthetic Minority Over-Sampling Technique (SMOTE) 

According to Demidova and Klyueva (2017), the SMOTE algorithm is said to be 
improving the classification quality of Support Vector Machine classifiers for imbalanced 
data. Table 1 shows how SMOTE can affect the accuracy of a model when data 
imbalances are pre-processed. However, the study of Flores et al. (2018), says that 
SMOTE must be pre-processed well before feeding it to the SVM Classifier for it to yield a 
good result.  In applying SMOTE, 10 Folds validation provides better findings compared to 
the 70:30 split. 

 

Table 1. A Comparative Analysis between a Traditional SVM vs SVM + SMOTE 

Algorithm Parameter Dataset A Dataset B 

SVM Total Instances 2418 1021 
 Correctly Classified Instances 

Percentage 
1999 
82.67% 

858 
84.04% 

SVM + SMOTE Total Instances 2494 1051 
 Correctly Classified Instances 

Percentage 
2067 
82.88% 

890 
84.68 

 

Hyperparameter Optimization 
 

According to Chong and Shah (2022), it is proven that choosing the best 
parameters can highly impact the accuracy of the model. Tailoring these parameters, like 
the C and kernel, can significantly improve the model's ability to generalize from training 
data to unseen data, leading to more accurate predictions. This optimization process also 
helps in avoiding overfitting, where the model performs well on training data but poorly 
on new, unseen data. 
 

Table 2. A Comparative Analysis between a Traditional SVM vs SVM + SMOTE 

Parameters C Kernel F1-Score 
Default 1.0 Rbf 83.90% 

Optimized 7.0 Linear 88.04 
 

Sequential Minimal Optimization 
 

According to the study of Flores et al. (2018), SMO breaks large QP problems into a 
series of smallest QP problems which can be solved analytically in such a short period. 
And can be faster than the chunking algorithms. This plays a pivotal role in reducing 
training time, particularly when dealing with large datasets.  
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Table 3. A Comparative Analysis between a Traditional SVM vs SMO+SVM 

Algorithm Samples Training Time(s) 
SVM 20K 124.04s 

 30K 
50k 

216.08s 
796.96 

SVM+SMO 20K 
30K 
50K 

81s 
98.87s 
197.02s 

 
The performance is evaluated based on the training time. As the number of 

samples increases from 20k to 50k, the training time also increases. However, the 
accuracy decreases slightly when the number of samples is increased to 50k. This 
suggests that while the SMO + SVM algorithm can handle larger datasets, there might be 
a trade-off in terms of accuracy.  
 

Testing 
 

To measure the performance of the model, the researchers used various kinds of 
benchmarking metrics that include Precision, Recall, and F1-Score.  
 

Precision =  

Precision quantifies the degree of correctness in the positive predictions 
generated by the model. The calculation involves determining the proportion of accurate 
positive forecasts to the overall number of positive predictions, which include both 
accurate and inaccurate positive predictions. 
 

Recall =   

Recall evaluates the model's capacity to accurately detect all true positive 
instances. The calculation involves dividing the number of true positives by the sum of 
true positives and false negatives.  

F1-Score =  

The F1-Score is a mathematical average that combines Precision and Recall, 
achieving a balanced measurement between these two criteria. It is especially beneficial 
in cases where there is an imbalanced distribution of classes or where both false positives 
and false negatives hold significant importance. 
 

Equation 1 

Equation 2 

Equation 3 
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Conceptual Framework 
 

Figure 3 presents the conceptual framework of the Enhanced Support Vector 
Machine (SVM) as it is applied in the field of sentiment analysis. This framework illustrates 
the process of how the Enhanced SVM, an improved version of the traditional SVM, is 
utilized to analyze and interpret subjective information. 

Figure 3. Conceptual Framework of Enhanced SVM in the context of Sentiment Analysis 
 

The process starts with Data Scraping from the TripAdvisor website. To make the 
dataset balanced for all the classifications, the Synthetic Minority Oversampling 
Technique (SMOTE) will be used to balance the scraped data. After the data balancing, it 
will undergo data preprocessing where stop-words, filtering, and cleaning will be done. 
After data preprocessing is done, Feature extraction will take place where each text will 
turn into a numerical format that the machine understands. Afterwards, it will undergo 
SVM Classification and objective functions will be determined using Random Search to 
find the optimal hyperparameters of the given data. To speed up the training process, 
Sequential Minimal Optimization will be used. 
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RESULTS 
 
Table 4 presents a comparative analysis of the traditional Support Vector Machine 

(SVM) and the enhanced SVM using Sequential Minimal Optimization (SMO) with 
Random Search and SMOTE.  
 

Table 4. Comparative Analysis of SVM and SMO-RandomSearch-SMOTE 
Parameter SVM SMO-RandomSearch-SMOTE Difference 

Accuracy 74.47% 87.95% +13.48(16.6%) 
Training Time(s) 
Precision 
Recall 
F1-Score 

379.02s 
73% 
79% 

72.5% 

125.63s 
84.5% 
79% 
81% 

-253.4s(100.42%) 
+11.5 (14.60%) 

0 
+8.5(11.0749%) 

 

  The enhanced SVM outperforms the traditional SVM in terms of accuracy, 
precision, and F1-score, with improvements of 13.48% (16.6%), 11.5% (14.6032%), and 8.5% 
(11.0749%), respectively. The recall rate remains the same for both models at 79%. Notably, 
the training time for the enhanced SVM is significantly reduced by 253.4 seconds 
(100.42%), making it not only more accurate but also more efficient. 
 

The findings of this study demonstrate significant improvements in SVM 
performance using SMO, Random Search, and SMOTE, aligning with and extending 
insights from the literature. Traditional SVM models, as highlighted by Wahba et al. (2023) 
and Isnan et al. (2023), rely heavily on meticulous feature engineering and 
hyperparameter optimization to achieve high performance. Our study shows that 
incorporating SMO reduces computational complexity and training time by breaking 
down the Quadratic Programming problem into smaller subproblems, a benefit 
highlighted by Torres-Barrán et al. (2021). Additionally, Random Search optimizes 
hyperparameters by selecting effective combinations from a defined search space, 
resulting in notable enhancements in accuracy, precision, and F1-score, as supported by 
Rahmadayana and Sibaroni (2021). 
 

Moreover, the use of SMOTE to address the class imbalance by generating 
synthetic samples for the minority class significantly improves model performance, 
particularly in terms of accuracy and precision (Anggrawan et al., 2023). Comparative 
studies, such as those by Korovkinas et al. (2019) and Sari et al. (2023), illustrate SVM's 
superior performance in classification tasks, and our study further validates these findings 
by demonstrating that the enhanced SVM outperforms the traditional SVM in key 
performance metrics. This underscores the practical benefits of incorporating advanced 
optimization techniques and resampling methods, highlighting the enhanced SVM 
model's superior accuracy, precision, F1 score, and reduced training time, which are 
crucial for efficient and effective classification tasks in various applications. 
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Figure 4. SVM Sentiment Analyzer Homepage 

 
Figure 4 presents the user interface of the website SVM Sentiment Analyzer. The 

website provides a guide for users through the process of inputting text, analyzing 
sentiment, and viewing results that enhance decision-making processes. This website is 
currently using the Enhanced SVM Model.  

 

 

Figure 5. Positive Review 

  Figure 5 presents positive results, based on the hotel review from Tripadvisor. It 
reads the input review following the processing of the conceptual framework. 
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Figure 6. Negative Review 

 
Figure 6 presents negative results, based on the hotel review from TripAdvisor. It 

resulted in a negative review as the predicted model detected that the choice of words is 
on the negative side of support vectors. 
 

DISCUSSION 
 

The results of this study demonstrate significant improvements in the 
performance of the Enhanced Support Vector Machine (SVM) model over the traditional 
SVM in the context of sentiment analysis of hotel reviews. The Enhanced SVM, which 
incorporates Sequential Minimal Optimization (SMO), Random Search, and Synthetic 
Minority Over-sampling Technique (SMOTE), shows marked advancements in accuracy, 
precision, and F1-score, while also significantly reducing training time. 

 
The Enhanced SVM achieved a 13.48% increase in accuracy, an 11.5% improvement 

in precision, and an 8.5% enhancement in the F1 score compared to the traditional SVM. 
These improvements highlight the effectiveness of the combined techniques in 
addressing the challenges of long training times, hyperparameter optimization, and data 
imbalance. 

 
The reduction in training time by 100.42% is particularly noteworthy. This efficiency 

gain is attributed to the use of SMO, which breaks down the quadratic programming 
problem into smaller, more manageable subproblems, thereby speeding up the training 
process without compromising stability. 

 
The use of Random Search for hyperparameter tuning proved to be effective in 

enhancing the model’s performance. By exploring a wide range of parameter 
combinations, the model was able to achieve optimal settings that significantly improved 
its predictive capabilities. 
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The application of SMOTE to balance the dataset further contributed to the 
model’s improved performance. By generating synthetic samples for the minority class, 
SMOTE ensured a more balanced training set, which is crucial for accurate sentiment 
analysis. 

 
In conclusion, the Enhanced SVM model presents a robust and efficient tool for 

sentiment analysis, addressing key challenges and offering significant improvements over 
traditional methods. Future research and practical applications can build on these 
findings to further advance the field of sentiment analysis in the tourism industry and 
beyond. 
   

CONCLUSIONS AND RECOMMENDATIONS 
 

  The comprehensive analysis shows that Enhanced SVM outperforms Traditional 
SVM. It exhibits faster training times and consistent accuracy across different sample 
sizes. Enhanced SVM with Random Search achieves higher accuracy in hyperparameter 
optimization. Additionally, when combined with SMOTE, it handles imbalanced data 
better, maintaining high accuracy even with larger datasets. In conclusion, Enhanced SVM 
is the preferred choice for sentiment analysis on Tripadvisor hotel reviews, addressing 
issues of training times, hyperparameters, and data imbalances more effectively. 
 

Researchers recommend exploring advanced optimization approaches beyond 
Grid Search and Random Search for efficient hyperparameter fine-tuning. Future studies 
can investigate additional linguistic features like semantic analysis and context-aware 
embeddings to enhance sentiment classification accuracy. They propose considering an 
ensemble approach, combining SVM with other ML models, to leverage their strengths. 
Lastly, advocating for the development of real-time sentiment analysis capabilities is 
suggested to provide immediate insights into customer feedback. 
 

IMPLICATIONS 
 

  The study highlights the potential of advanced machine learning methods, such as 
the Enhanced SVM model, for improving sentiment analysis, notably in the tourism 
sector. The findings from this research improve computational linguistics and predictive 
analytics research by allowing for accurate sentiment analysis from massive hotel 
reviews. The improved accuracy and efficiency of the model can benefit websites such as 
TripAdvisor by streamlining the review analysis process, allowing tourists to make more 
informed accommodation choices based on reliable sentiment analysis. Furthermore, 
these advancements in sentiment analysis technology can enhance the travel experience 
by enabling tourists to make decisions based on a more nuanced understanding of hotel 
reviews, leading to greater satisfaction and a more personalized travel experience. 
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